
 

 

 

1 



 

 
Since the outbreak of COVID-19, teams across Google have launched over 200 new products, 
features and initiatives and are contributing over $1 billion in resources to help our users, clients, 
partners, and governments through this unprecedented time. Our major efforts are focused 
around:​ ​providing trusted information to our users, helping people adapt to a changing world, and 
contributing to recovery efforts across the globe. This report, drafted at the request of the EU 
Commission, expands upon the aspects of this work that pertain to providing trusted information. 
 
The ​EU Code of Practice on Disinformation​ was published on September 26 2018, in line with a goal 
set by the European Commission’s April 26 2018 Communication: “​Tackling online disinformation: a 
European Approach​”. Signatories (including Google) provided their formal subscriptions to the 
Code in October 2018, and committed to reporting on their progress on an annual basis.  
 
Google’s ​first annual self-assessment​ was published by the EU Commission alongside with those of 
other signatories on October 29, 2019. Since then, Google has engaged with a number of 
organizations supporting the European Commission as part of its assessment of this first series of 
annual reports, and we are preparing for our 2020 annual report to be filed in October 2020.  
 
In addition, at the behest of the EU Commission’s December 5 2018 ​Action Plan against 
Disinformation​, we went beyond the scope of our annual reporting commitment and published 
monthly updates on our implementation of Code of Practice provisions ahead of the 2019 EU 
Parliamentary elections. In that capacity, we published one baseline report and five monthly 
updates between January and June 2019.  
 
Similarly, on June 10th 2020, the EU Commission published a ​communication​ asking that Code of 
Practice signatories provide ​“monthly reports on their policies and actions to address COVID-19 
related disinformation”​. 
 
This request is one step removed from the reporting commitments that Google and other Code 
signatories agreed upon in September 2018. Yet, we fully acknowledge the Commission’s concerns 
with regards to addressing this important issue. Over the first half of 2020, Google and YouTube’s 
product, engineering, and trust-and-safety teams have worked around the clock to ensure that our 
services provide users with trustworthy information about the pandemic and that we empower 
them to make informed decisions about their health and that of their loved ones. We understand 
and welcome the Commission’s attention to our and other platforms’ work to that end, and will 
engage with this new monthly reporting process as long as necessary. 
 
As such, this report represents Google’s second monthly report in response to the request outlined 
by the Commission’s June 10th communication. It builds upon our first report (published on 
September 10 on the ​European ​Commission's website​) and covers measures taken by Google and 
YouTube towards responding to COVID-19 related disinformation, organized along the categories 
set out by the Commission’s communication:  

1. Initiatives to ​promote authoritative content​;  
2. Initiatives and tools to ​improve users’ awareness​;  
3. Reporting on ​social media manipulation and malign influence operations or 

coordinated inauthentic behaviour​ detected on their services; 
4. Policies on ​advertising linked to COVID-19 disinformation​.  

 
We appreciate that the Commission’s communication was drafted with many different services in 
mind, and that because these services are different, they have different degrees of exposure and 
methods to tackle disinformation. As such, in places where the letter of the Commission’s 
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communication does not strictly apply to our products and services, we will report on the closest 
equivalents available to us. 
 
Because we did not radically alter our approach to coronavirus response since our last report, this 
iteration largely borrows from the substance of our prior reports – with updated metrics covering 
October 2020, and the addition of new information about our products or policies in EU Member 
States where relevant.  
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 Addressing COVID-19 Vaccine misinformation and disinformation 
As the European Commission and others around the world turn their attention to prepare for mis- 
and disinformation that may be related to COVID-19 vaccination, so do we across our products 
and services.  
 
In many cases, this will not mean direct changes to our product or policy responses. This is by 
design: most of the work that we do to take action against content that contradicts health 
authorities is equally pertinent to fighting misinformation about COVID-19 vaccination as it is to 
fighting misinformation about the pandemic writ-large.  
 
That being said, there will be new efforts that we undertake specifically to further clarify or 
elaborate upon our responses when it comes to addressing the potential for coronavirus vaccine 
mis- and disinformation – for instance, policy updates, new outreach, or new features and 
information panels.  
 
We will include such new vaccine-specific efforts directly in the body of our report, as well as in 
this dedicated section per the Commission’s request. That said, we want to be clear that these 
efforts do not represent the integrality of our work that is relevant to addressing COVID-19 
vaccine misinformation and disinformation – only the subset of our work that are specific to that 
threat.  
 
November 2020 updates​:  

● On October 14, we have further expanded YouTube’s ​COVID-19 medical misinformation 
policy​ to include a set of claims relating to a potential vaccine that contradict expert 
consensus from local health authorities or the World Health Organization (WHO). This 
includes, for instance, claims that the COVID-19 vaccines will kill people who receive it; or 
claims that the flu vaccine protects against COVID-19. Such claims would also be 
prohibited under our Dangerous and Derogatory content policies in ​Google Ads​ and 
AdSense​, or in Search features that are covered by our ​Medical Topics policy​. 

● We will continue to work with the World Health Organization and European health 
authorities to monitor emerging misinformation relating to vaccines that may result in 
real-world harm and, as we have done since the beginning of the pandemic, will update 
our policies, features, and information panels accordingly. 
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1. Initiatives to promote 
authoritative content 

 
Since the beginning of the year, search interest in COVID-19 has grown in Europe and around the 
world. In response, we have worked to help people find the information they need across Google 
and YouTube – including by partnering with health organizations and governments to bring our 
users authoritative information in a rapidly changing environment.  
 
Our teams across the EU are working closely with government authorities and public health 
institutions to surface  content from authoritative sources in local languages. 
 
Over the course of this section, we will provide an overview of the initiatives, policies, and product 
efforts we have undertaken to those ends. ​Unless specified otherwise, the content of this 
section applies equally to all EU Member States .  1

 
● In ​Search​, we have introduced a comprehensive experience for COVID-19 that provides 

easy access to information from health authorities alongside new data and visualizations. 
This new format organizes the search results page to help people easily navigate resources 
and makes it possible to add more information as it becomes available over time. This 
experience comes as a complement to pre-existing work on Google Search and Google 
News to recognize sensitive events and contexts, and our systems are designed to elevate 
authoritative sources for those classes of queries.  

 

 

1 This section does not cover the volume of free advertising offered to health agencies and public 
authorities – that information has been moved to section 4, where we also address our broader efforts 
as they relate to advertising.  
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Components of our Coronavirus Search experience as available in Germany, Slovenia, and Ireland 

– respectively 
 

● On the ​Google HomePage​, in partnership with the World Health Organization and other 
health authorities, including those from the EU member states, we have promoted 
important guidance to prevent the spread of COVID-19. The efforts, including prevention 
tips and messaging on our homepage, have launched in more than 100 countries to date, 
including all EU member states. 

 
● Across ​YouTube​, we are elevating authoritative sources such as the WHO and local 

authorities to help users get the latest COVID-19 information. We display information panels 
linking to global and locally relevant health officials on our homepage, and in panels that 
appear on videos and searches about COVID-19. Collectively, these panels have served 
over 400 billion impressions around the world. We have also donated ad inventory to 
governments and NGOs to help give their public health messages about COVID-19 more 
visibility on YouTube. In addition, YouTube elevates content from authoritative channels 
such as news organizations or health authorities when our systems detect that a user’s 
search is health-related. Finally, to engage the vibrant YouTube community and to support 
global leaders in their urging people to stay home and help flatten the curve of COVID-19, in 
March, YouTube partnered with creators around the world to launch our #StayHome 
#WithMe campaign. YouTube engaged hundreds of creators and influencers across the 
globe to film public service announcements to get young people to stay home and work 
out, study, learn, craft, and listen to music with their favorite YouTube creators virtually. In 
the EU, we worked with popular creators like Norman fait des vidéos (France) and Paula 
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Gonu (Spain) to create and publish compilation videos emphasizing the important stay 
home message.  

 
 

 
YouTube Search results page in Germany, featuring a COVID-19 information panel and news 

sources in the Top News shelf 
 

● In ​Google News​, we have created a new COVID-19 section with links to up-to-date, 
relevant stories from the international to local levels from a variety of authoritative sources. 
The section is now available to users across 40 top impacted markets (including the 
following EU member States: Belgium, Cyprus, Czech Republic, France, Germany, Greece, 
Netherlands, Ireland, Italy, Poland, Portugal, Sweden) and puts local news front and center 
by highlighting stories about the virus from local publishers in the reader’s area. 

 
● We continue to ​elevate the work of fact-checkers in Google Search, Google News, and 

Google Images ​by signalling fact-check articles in our results via dedicated tags and “rich 
snippets” that make it easy for users to understand at a glance what is being fact-checked 
and what the fact-checker’s assessment is. In order to benefit from these features, 
fact-checkers (EU-based or otherwise) need only to start signalling their fact-checks using 
an open-source HTML code; to meet guidelines relating to accountability, transparency, and 
readability; and to be ranked highly enough by our systems. While this effort began before 
the COVID-19 pandemic, we have observed that many fact-checkers have elected to focus 
on health misinformation over the course of the pandemic. It is possible to explore the 
fact-checks that we index by visiting ​https://toolbox.google.com/factcheck/explorer​. 
Overall,  fact checks published by fact-checking organizations from EU27 Member States 
appear in Google Search about 5.5m times a week on average, which adds up to more than 
245m impressions from January 1st to August 31st 2020. 

 
● On ​Google Maps​, we are making it easier to find authoritative information about local 

health resources, including COVID-19 testing sites, shelters, general mask availability, food 
banks and virtual healthcare options where available. We’re also using authoritative data 
sources to power a new tool that lets you see up to date information on how many new 
COVID-19 cases have been detected in an area and whether these cases are on the rise or 
decline.  In addition, Maps displays updated information about whether local businesses are 
open during COVID-19 or are offering limited services like take out or deliver but closed for 
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dine-in. ,We’re also providing businesses with new ways to update their listing information 
to include  important health and safety information front and center on their business 
profile.  

 
● On ​Google Play​, we prioritize the review and publication of policy-compliant apps 

published, commissioned or authorized by official government entities and public health 
organizations. Authorized COVID-19 apps must comply with all Play Developer policies, 
including User Data, Permissions, and Malicious Behavior. We also launched a “stay 
informed” page in the Play Store with apps that can help users stay informed and prepared 
during the crisis, using authoritative sources such as the WHO app.  Play is also prioritizing a 
speedy review and approval of Exposure Notification apps – we refer interested 
governmental public health entities to apply via the publicly available ​intake form. 

 
● A ​new website​, which provides resources dedicated to COVID-19 education and 

prevention, has also been released. It is available on ​www.google.com/COVID-19​ in more 
than fifty countries. It is currently available in France, Germany, Greece, Ireland, Italy, 
Poland, Portugal, Romania, and Spain. 

 
● We have provided ​$250M in ad grants​ to help the World Health Organization and more 

than 100 global government agencies provide critical information on how to prevent the 
spread of COVID-19 and other relief measures to local communities - including $50M In ad 
grants to the EU governments and public authorities.​ As a result, as of October 2020, EU 
governments and authorities have generated 300M impressions and 51M clicks, providing 
important health information across the EU. In addition, we’ve given a total of $168M to 
EU-based nonprofits from Jan - Oct, many of whom are serving populations in increased 
need due to the crisis, leading to 1.4B impressions and 206M clicks.   
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2. Initiatives to improve user 
awareness 

Detecting and removing COVID-19 misinformation 
In addition to elevating authoritative information, we take active steps to detect and remove 
COVID-19 related misinformation that contradicts guidance from health authorities and may result 
in real-world harm. These steps are distinct to our efforts to provide context to users as they may 
be exposed to misinformation, which have already been outlined in part 1 of this report (e.g. 
information panels on Google Search and YouTube; fact-checking). 
 
As per section 1 of this report ​unless specified otherwise, the content of this section applies 
equally to all European countries.  
 

● On ​YouTube​, our Community Guidelines prohibit content that encourages dangerous or 
illegal activities that risk serious physical harm or death, including certain types of medical 
misinformation. As the COVID-19 situation has evolved, we have partnered closely with 
global and local health authorities to ensure our policy definition and enforcement is 
effective in removing violative content where there is a serious risk of egregious harm. This 
work has evolved into a comprehensive ​COVID-19 medical misinformation policy​, which 
prohibits, for example, content that denies the existence of the coronavirus or encourages 
the use of home remedies in place of medical treatment. We also prohibit content that 
explicitly disputes the efficacy of global or local health authority advice regarding social 
distancing that may lead people to act against that guidance.  On  October 14, we have 
further expanded this policy to include a set of claims relating to a potential vaccine that 
contradict expert consensus from local health authorities or the World Health Organization 
(WHO). For example, we will remove content with claims that the COVID-19 vaccine will kill 
people who receive it. In addition, in 2019, we began work to ​reduce recommendations​ of 
borderline content—content that comes close to violating our policies but doesn’t cross the 
line—such as certain types of potentially harmful misinformation. We continue to expand 
this work around the world.  

 
● On ​Google Search​, our ​medical topics policy​ applies to ​information we’ve highlighted via 

our COVID-related Search features. We strive to show information that reflects scientific 
consensus and evidence-based best practices, since we consider this content high quality. 
To this end, if this highlighted information runs contrary to general scientific consensus, we 
reserve the right to correct or remove the information from the feature. 

 
● On ​Google Play​, our policies prohibit developers from capitalizing on sensitive events. Our 

long-standing content policies strictly prohibit apps that feature health-related content or 
functionalities that are misleading or potentially harmful, including about COVID-19. Apps 
that violate these policies will be removed.  

 
● On ​Maps​, our policies prohibit misinformation about prevention, transmission and 

treatment services, as well as allegations that an individual contracted COVID-19 at a 
particular location. These types of contributed content will be removed. 
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Improving user awareness beyond the scope of our platforms 
Helping the world make sense of information during a health crisis requires a broad-based 
response, involving scientists, journalists, public figures, technology platforms and many others. As 
such, we will also outline in this section our initiatives to support user awareness beyond direct 
interactions with our services, e.g. via partnerships with or support for relevant third party 
organizations. Those include: 
 

● Supporting coronavirus fact-checking and verification efforts through more than ​$6.5 
million in funding from the Google News Initiative​ to fact-checkers and nonprofits fighting 
misinformation around the world, with an immediate concentration on COVID-19, to several 
organizations including Correctiv, Maldita.es, Full Fact, First Draft and Science Feedback in 
Europe. In addition, we’re working to increase access to data, scientific expertise and fact 
checks through support for collaborative databases and providing insights to 
fact-checkers, reporters and health authorities including sharing ​localized data​ from 
Google Trends on COVID-19 down to the city level.  

 
● Our established ​News Lab​ training for journalists has continued, our free ​workshops​ are 

being facilitated live in Dutch, English, French, German, Italian, Polish, Portuguese and 
Spanish. As of September 2020, nearly 13k Europeans have taken part in ​live sessions 
covering digital verification and data journalism skills since the start of the pandemic.  
 

● Stanford University’s ​Big Local News​ and ​Pitch Interactive​,​ ​with support from the ​Google 
News Initiative​,​ ​have launched the ​COVID-19 Global Case Mapper​, which makes it possible 
for journalists anywhere in the world to embed up-to-date visualizations of the pandemic 
on their sites for readers. 
 

● Google launched a global ​Journalism Emergency Relief Fund​ through the Google News 
Initiative to support small and medium-sized news organizations producing original news 
for local communities. In EMEA, we have provided funding to 1,550+ ​recipients​ from a global 
total of 5,300.  

 
● In addition, we have partnered with or supported (via grants from our foundation 

Google.org) the work of third party organizations that promote media literacy and improve 
user awareness in the EU countries where we operate, including,: 

 
○ In the ​Czech Republic​, Google ​launched​ a localized version of ​Interland​, a free 

online game that helps educate children on online safety. The launch was welcomed 
by the Head of Cybersecurity Unit of the Czech Police, who highlighted its 
importance particularly in the context of the covid-19 pandemic and the related 
increase in the amount of time children spend online.  

 
○ In ​France​, two Google.org grantees - ​Generation Numerique​ and ​Observatoire 

pour la Parentalité et l'Éducation au Numérique​ - have provided their trainings to 
debunk fake news and conspiracy theories, through online program Google Ateliers 
Numériques - for example ​here​.  

 
○ In ​Spain​, Google and the Prime Minister launched the ​media literacy program​ for 

teens ​Infórmate​ focused on critical thinking as a vaccine against fake news, what 
has been ​highlighted​ by H.M. the Queen during the quarantine for its importance 
against the challenging online content related to COVID. 
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○ In​ ​Germany​, Google.org funded "​Weitklick​", a media literacy project which focuses 
on information literacy and misinformation. The project aims to engage with 
secondary and vocational teachers to help them address misinformation online and 
its impact on democratic societies in the classroom with a blended learning concept 
that includes an online platform and digital tools in self-learning courses and 
modules, online webinar sessions, and offline trainings. To achieve a nationwide 
implementation the project will work with Ministries of Education to certify the 
project’s resources along states’ curricula; and it will work closely with journalists 
and priority newsrooms on the development and implementation of teaching and 
learning resources. 
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3. Reporting on social media 
manipulation and malign 
influence operations 
 
When we find attempts to conduct coordinated influence operations on our platforms anywhere 
around the world, we swiftly take action by removing content from our services and terminating 
these actors’ accounts, in accordance with our policies. In addition, we take steps to prevent 
possible future attempts by the same actors, and routinely exchange information and share our 
findings with others in the industry.  
 
We typically see less such violative activity on our services than other platforms, due in large part to 
the nature of our services and the fact that they do not enable direct user-to-user sharing. 
Nevertheless, we acknowledge the importance of informing policy makers, researchers, journalists, 
and the public on the nature of the attacks we see across our services, so as to help inform 
whole-of-society responses to disinformation.  
 
There are well-known trade-offs to engaging in such disclosures. They include the risk of disclosing 
so much information that we’d enable malicious actors to better circumvent our defenses, or the 
risk of unwittingly calling more attention to influence operations than their scale or effectiveness 
would warrant (thus furthering the harms that they may cause). Finally, not every instance of 
manipulation of our platforms is worth reporting: in many ways, one could think of the spammers 
that have sought to circumvent our ranking systems since the early days of Google as engaging in 
platform ​“manipulation​” – and while we do report on actions we take against spam in our annual 
webspam reports , it is a different kind of threat.  2

 
Bearing all these considerations in mind, in May 2020, we have introduced a new, quarterly bulletin 
published by Google’s Threat Analysis Group, to share information about actions we take against 
accounts that we attribute to coordinated influence operations (foreign and domestic). Our actions 
against coordinated influence operations from January through June 2020 can be found in our ​Q1​, 
Q2​  and ​Q3​ bulletins, which we have replicated in this section. This bulletin is global in scope, and will 
include any action we take that’d relate to an European member state.  
 
Threat Analysis Group Coordinated Influence Operations Bulletin – Q1 2020 
This bulletin includes coordinated influence operation campaigns terminated on our platforms in 
January, February and March of 2020. It was last updated on May 27, 2020. 
 
January 

● We terminated 3 YouTube channels as part of our ongoing investigation into coordinated 
influence operations linked to Iran. The campaign was linked to the Iranian state-sponsored 
International Union of Virtual Media (IUVM) network, and was reproducing IUVM content 

2 ​https://webmasters.googleblog.com/2020/06/how-we-fought-search-spam-on-google.html 
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covering Iran’s strikes into Iraq and U.S. policy on oil. We received leads from Graphika that 
supported us in this investigation. 

 
February 

● We terminated 1 advertising account and 82 YouTube channels as part of our actions 
against a coordinated influence operation linked to Egypt. The campaign was sharing 
political content in Arabic supportive of Saudi Arabia, the UAE, Egypt, and Bahrain and 
critical of Iran and Qatar. We found evidence of this campaign being tied to the digital 
marketing firm New Waves based in Cairo. This campaign was consistent with similar 
findings reported by Facebook. 

 
March 

● We terminated 3 advertising accounts, 1 AdSense account, and 11 YouTube channels as part 
of our actions against a coordinated influence operation linked to India. The campaign was 
sharing messages in English supportive of Qatar. This campaign was consistent with similar 
findings reported by Facebook. 

● We banned 1 Play developer and terminated 68 YouTube channels as part of our actions 
against a coordinated influence operation. The campaign was posting political content in 
Arabic supportive of Turkey and critical of the UAE and Yemen. This campaign was 
consistent with similar findings reported by Twitter. 

● We terminated 1 advertising account, 1 AdSense account, 17 YouTube channels and banned 
1 Play developer as part of our actions against a coordinated influence operation linked to 
Egypt. The campaign was posting political content in Arabic supportive of Saudi Arabia, the 
UAE, Egypt, and Bahrain and critical of Iran and Qatar. This campaign was consistent with 
similar findings reported by Twitter. 

● We banned 1 Play developer and terminated 78 YouTube channels as part of our actions 
against a coordinated influence operation linked to Serbia. The domestic campaign was 
posting pro-Serbian political content. This campaign was consistent with similar findings 
reported by Twitter. 

● We terminated 18 YouTube channels as part of our ​continued​ investigation into a 
coordinated influence operation linked to Indonesia. The domestic campaign was targeting 
the Indonesian provinces Papua and West Papua with messaging in opposition to the Free 
Papua Movement. This campaign was consistent with similar findings reported by Twitter. 

 
Threat Analysis Group Coordinated Influence Operations Bulletin – Q2 2020 
This bulletin includes coordinated influence operation campaigns terminated on our platforms in 
April, May and June of 2020. It was last updated on August 5, 2020. 
 
April 

● We terminated 16 YouTube channels, 1 advertising account and 1 AdSense account as part 
of our ongoing investigation into coordinated influence operations linked to Iran. The 
campaign was linked to the Iranian state-sponsored International Union of Virtual Media 
(IUVM) network, and posted content in Arabic related to the U.S. response to COVID-19 and 
content about Saudi-American relations. We received leads from FireEye and Graphika that 
supported us in this investigation. 

● We terminated 15 YouTube channels and 3 blogs as part of our ongoing investigation into 
coordinated influence operations linked to Russia. The campaign posted content in English 
and Russian about the EU, Lithuania, Ukraine, and the U.S., similar to the findings in a recent 
Graphika report called ​Secondary Infektion​. We received leads from Graphika that 
supported us in this investigation. 
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● We terminated 7 YouTube channels as part of our ongoing investigation into coordinated 
influence operations linked to Russia. The campaign posted content in Russian, German, and 
Farsi about Russian and Syrian politics and the U.S. response to COVID-19. This campaign 
was consistent with similar findings reported by Facebook. 

● We terminated 186 YouTube channels as part of our ongoing investigation into coordinated 
influence operations linked to China. These channels mostly uploaded spammy, 
non-political content, but a small subset posted political content primarily in Chinese similar 
to the findings in a recent Graphika ​report​, including content related to the U.S. response to 
COVID-19.  

● We terminated 3 YouTube channels as part of our ongoing investigation into coordinated 
influence operations linked to Iran. The campaign posted content in Bosnian and Arabic that 
was critical of the U.S. and the People's Mujahedin Organization of Iran (PMOI). This 
campaign was consistent with similar findings reported by Facebook. 

 
May 

● We terminated 1,098 YouTube channels as part of our ongoing investigation into 
coordinated influence operations linked to China. These channels mostly uploaded 
spammy, non-political content, but a small subset posted political content primarily in 
Chinese similar to the findings in a recent Graphika ​report​, including content related to the 
U.S. response to COVID-19. We received leads from Graphika that supported us in this 
investigation.  

● We terminated 47 YouTube channels and 1 AdSense account as part of our ongoing 
investigation into coordinated influence operations linked to Russia. The campaign posted 
content in a coordinated manner primarily in Russian about domestic Russian and 
international policy issues. This campaign was consistent with similar findings reported by 
Facebook. 

 
June 

● We terminated 1,312 YouTube channels as part of our ongoing investigation into 
coordinated influence operations linked to China. These channels mostly uploaded 
spammy, non-political content, but a subset posted political content primarily in Chinese 
similar to the findings in a recent Graphika ​report​, including content related to racial justice 
protests in the U.S. This campaign was consistent with similar findings reported by Twitter.  

● We terminated 17 YouTube channels as part of our ongoing investigation into coordinated 
influence operations linked to Russia. The campaign posted comments in Russian in a 
coordinated manner under a small set of Russian language videos. This campaign was 
consistent with similar findings reported by Twitter. 

● We banned 3 Play Developers and terminated 1 advertising account as part of our actions 
against a coordinated influence operation. The campaign was posting news content in 
English and French, targeting audiences in Africa. We found evidence of this campaign 
being tied to the PR company Ureputation based in Tunisia. This campaign was consistent 
with similar findings reported by Facebook. 

 
Threat Analysis Group Coordinated Influence Operations Bulletin – Q3 2020 
This bulletin includes coordinated influence operation campaigns terminated on our platforms in 
July of 2020. We will continue to update this bulletin with data from Q3 as it becomes available. It 
was last updated on October 16, 2020. 
 
July 

● We terminated 1 advertising account and 7 YouTube channels as part of our actions against 
a coordinated influence operation linked to Ecuador. The campaign was linked to the PR 
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firm Estraterra, and posted content in Spanish about former Ecuador government 
employees. These findings are consistent with similar findings reported by Facebook. 

● We terminated 299 YouTube channels as part of our ongoing investigation into coordinated 
influence operations linked to China. These channels mostly uploaded spammy content in 
Chinese about music, entertainment, and lifestyle. A very small subset uploaded content in 
Chinese about COVID-19 and current events in Hong Kong. These findings are consistent 
with our previous reports in the ​Q2 TAG bulletin​. 

 
August 

● We terminated 1,846 YouTube channels and 5 blogs as part of our ongoing investigation into 
coordinated influence operations linked to China. These channels mostly uploaded spammy 
content in Chinese about music, entertainment, and lifestyle. A small subset of the channels 
uploaded content in English about current events in Hong Kong and the U.S. response to 
COVID-19. These findings are consistent with our previous reports in the ​Q2 TAG bulletin​. 

 
● We terminated 8 YouTube channels as part of our actions against a coordinated influence 

operation linked to Yemen. This domestic campaign posted content in Arabic in support of 
the Yemeni government. This campaign was consistent with similar findings reported by 
Facebook. 

 
September 

● We terminated 4 YouTube channels as part of our actions against a coordinated influence 
operation. The campaign was linked to a U.S.-based PR firm, CLS Strategies, and posted 
content in Spanish about Mexican elections. This campaign was consistent with similar 
findings reported by Facebook. 

● We terminated 1,628 YouTube channels as part of our ongoing investigation into 
coordinated influence operations linked to China. These channels mostly uploaded spammy 
content in English and Chinese about music, entertainment, and lifestyle. A small subset of 
the channels uploaded content in English about current events in the U.S. and the U.S. 
response to COVID-19. These findings are consistent with our previous reports in the ​Q2 
TAG bulletin 
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4. Policies on advertising 
linked to COVID-19 
disinformation 

 
Preserving the integrity of our advertising platforms during the COVID-19 pandemic is a 
continuation of the work that we do to minimize content that violates our policies and stop 
malicious actors. Thousands of people work across our teams every day to make sure we’re 
protecting our users and enabling a safe ecosystem for advertisers and publishers, and each year 
we share a summary of the work we’ve done. 
 
In 2019​, we blocked and removed globally 2.7 billion bad ads—that’s more than 5,000 bad ads per 
minute. We also suspended nearly 1 million advertiser accounts for policy violations. On the 
publisher side, we terminated over 1.2 million accounts and removed ads from over 21 million web 
pages that are part of our publisher network for violating our policies. ​Terminating accounts—not 
just removing an individual ad or page—is an especially effective enforcement tool that we use if 
advertisers or publishers engage in egregious policy violations or have a history of violating policy. 
 
As mentioned, we have a wide range of policies to protect users and the ads ecosystem at large. 
For instance on AdSense our ​Dangerous or Derogatory Content policy​ prohibits monetization of 
content "promoting or advocating for harmful health or medical claims or practices." ​For example, 
under this policy, ​we​ demonetize publisher content that includes claims about the propagation of 
COVID-19 that contradict the WHO guidance, such as theories involving 5G towers as a 
transmission vector. In addition, on July 17th we put additional s​afeguards in place by ​expanding ​our 
harmful health claims policies for both publishers and advertisers to include content about a 
current, major health crisis that contradicts authoritative, scientific consensus​. This change went 
into effect mid-August. 
 
On ​Google Ads​ as well as Shopping, our Sensitive Events ​policies​ do not allow ads that potentially 
profit from or exploit a sensitive event with significant social, cultural, or political impact, such as 
civil emergencies, natural disasters, public health emergencies, terrorism and related activities, 
conflict, or mass acts of violence. 
 
– and we have begun treating the COVID-19 crisis as a sensitive event all around the world 
(including in all EU member states) by end of January 2020.  
 
Over time, we started phasing in allowances for COVID-related ads from government 
organizations, healthcare providers, non-governmental organizations, intergovernmental 
organizations, verified election ads advertisers and managed private sector accounts with a history 
of policy compliance who want to get relevant information out to the public.  
 
Ads that are allowed still have to abide by our ​policies​, which also ​disallow​ the promotion of harmful 
medical or health claims and practices. In addition, we enforce a temporary restriction on ​masks 
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that may be vital for healthcare workers during the COVID-19 response to prevent advertising that 
may capitalize on coronavirus disease ​and we are taking additional steps to prevent artificially 
inflated prices that limit or prohibit access to other essential items on Google’s network.  
 
Our Publisher policies aim to strike a delicate balance - providing room for publishers to engage, 
report on and express controversial topics and opinions, while ensuring we are preventing user 
harm and instilling trust in our advertiser partners that their ads are running against appropriate 
content. We also empower advertisers with choice and control; advertisers can choose whether or 
not their ads run on certain pages or sites through, for example, keyword, topic or webpage/video 
exclusion. 
 
More information about these policies can be found in our ​Google Ads Help Center​ ​update page on 
the COVID-19 pandemic​, ​and we are outlining below a breakdown of the actions that we took 
against violative Ads in EU member states. Specifically: 
 

● Since January 2020, we’ve blocked or removed ​over 87,5 million coronavirus-related ads 
- including Shopping ads -  from ​EU-based ​advertisers and buyers for policy violations 
including price-gouging, capitalizing on global medical supply shortages and making 
misleading claims about cures.   

● We have also suspended​ more than 1450 accounts ​-  including Merchant accounts on 
Shopping -  from ​EU-based​ advertisers for trying to circumvent our systems, including for 
Covid related ads and offers. 

● We have also taken action on​ over 3000 URLs​ w​ith Covid related content under our 
Dangerous or derogatory content policy​, for harmful health claims. 

 
A member-state level breakdown of these actions is available in the table below;  
 

16 

Google Ads   

Member States, by 2-letter 
country codes Blocked Ads Account Suspensions 

AT 9,207,124 0 

BE 429,040 0 

BG 20,127 0 

CY 26,358 0 

CZ 237,351 1 

DE 10,884,270 13 

DK 179,030 0 

EE 5,119 1 

ES 2,277,550 49 

FI 27,118 0 

FR 429,241 5 

GR 16,547 0 

HR 10,963 0 

HU 17,007 0 

IE 417,250 11 

https://support.google.com/google-ads/answer/9811449
https://support.google.com/adsense/answer/9335564?hl=en
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IT 248,932 3 

LT 9,476 0 

LU 6,047 0 

LV 4,285 0 

MT 10,312 0 

NL 4,333,611 10 

PL 476,392 7 

PT 36,979 0 

RO 34,895 1 

SE 142,011 0 

SI 3,787 0 

SK 26,252 0 

Total 29,517,074 101 

Google Shopping   

Member States, by 2-letter 
country codes Blocked Offers Account Suspension 

AT 3123013 116 

BE 2873354 49 

BG 371 0 

CY 87 0 

CZ 835438 65 

DE 16730828 374 

DK 2459223 24 

EE 356 0 

ES 3559033 97 

FI 425887 21 

FR 8833201 176 

GR 407378 1 

HR 261 0 

HU 471646 67 

IE 3081743 10 

IT 5565630 68 

LT 258 0 

LU 104 0 

LV 348 0 

MT 65 0 
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NL 3213055 53 

PL 2116788 158 

PT 883157 8 

RO 330437 82 

SE 2684223 3 

SI 789 0 

SK 512781 21 

Total 58,109,454 1393 

Total Ads & Shopping 87,626,528 1494 

Publisher/AdSense  

Member States, by 2-letter 
country codes Blocked URLs 

AT 6 

BE 63 

BG 2 

CY 84 

CZ 2 

DE 306 

DK 0 

EE 0 

ES 730 

FI 0 

FR 519 

GR 0 

HR 0 

HU 0 

IE 3 

IT 197 

LT 5 

LU 0 

LV 1 

MT 1 

NL 13 

PL 1431 
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PT 2 

RO 0 

SE 5 

SI 2 

SK 10 

Total Publisher 3382 


